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Summary

We introduce a flexible, time-varying network model to trace the propagation of interest rate surprises across different maturities. First, we develop a novel econometric framework that allows for unknown, potentially asymmetric contemporaneous spillovers across panel units, and establish the finite sample properties of the model via simulations. Second, we employ this innovative framework to jointly model the dynamics of interest rate surprises and to assess how various monetary policy actions, for example, short-term, long-term interest rate targeting and forward guidance, propagate across the yield curve. We find that the network of interest rate surprises is indeed asymmetric, and defined by spillovers between adjacent maturities. Spillover intensity is high, on average, but shows strong time variation. Forward guidance is an important driver of the spillover intensity. Pass-through from short-term interest rate surprises to longer maturities is muted, yet there are stronger spillovers associated with surprises at medium- and long-term maturities. We illustrate how our proposed framework helps our understanding of the ways various dimensions of monetary policy propagate through the yield curve and interact with each other.
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1 Introduction

In the past few decades, the nature of monetary policy-making has changed. In addition to the traditional approach of using the short-term policy rate to stabilize the economy, central banks across the globe have increasingly relied on unconventional policy tools — targeting yields of different maturities has been at the forefront of policy-making. Following the financial crisis, central banks affected longer-term interest rates through large-scale asset purchases and forward guidance. Lately, yield curve control, i.e., direct targeting of yields at different maturities, has gained traction as a policy tool amid COVID-19. For example, the Reserve Bank of Australia adopted a form of yield curve control in March 2020 and targets the three-year government bond yield at 0.25%.

Motivated by the changing policy landscape, we propose a novel framework that jointly models the various dimensions of monetary policy. We consider three possible dimensions: (i) conventional monetary policy operating through short-term interest rate targeting; (ii) unconventional monetary policy operating through the slope of the yield curve, which could be due to various forms of quantitative easing programs or direct yield curve control, and (iii) forward guidance — communication from the Federal Reserve about the state of the economy and likely path of monetary policy.

More specifically, we jointly model monthly interest rate surprises at various maturities (short, medium, and long ends of the yield curve) via a time-varying network, where spillovers can happen contemporaneously. This approach enables us to simultaneously study how monetary policy surprises (e.g., deviations from expectations in the three-months Treasury bills but also in the 10-year or three-year Treasury bond yields) propagate across different maturities. In addition, in our framework, forward guidance, as well as overall market conditions, can determine the intensity/interconnectedness of the network. Thus, the implied propagation of forward guidance and market conditions is time-varying.

Our model has two important features: the contemporaneous relationships between surprises at various maturities are allowed to be asymmetric and time-varying. In particular, we introduce a dynamic spatial lag model, where the network structure capturing the contemporaneous relationships between the variables can be characterized by an unknown, potentially asymmetric “weights” matrix estimated from the data. The intensity of the network, i.e., the strength of spillovers, is time-varying and may depend on covariates. While in our empirical specification we focus on interest rate surprises, the proposed empirical framework is general and can be used to study time-varying spillovers across any panel data set with moderate cross-sectional dimension (subject to identification restrictions discussed further). It is especially well suited for macroeconomic time series where
the time-varying degree of simultaneity is of particular interest.

The contribution of the paper is twofold. First, we contribute to the econometric literature by proposing an extension of the spatial lag model that allows for asymmetric and unknown weights capturing contemporaneous correlations. This is in contrast to most of the literature, where these weights are taken as given by, for example, economic or geographic distances (see, e.g., Anselin 1988 for textbook treatment of the issue). Our approach is more similar to Bhattacharjee and Jensen-Butler (2013), Bailey et al. (2016), Lam and Souza (2016) and Lam and Souza (2020), who estimate the weights. Yet these papers work under the assumption of sparseness of the weights matrix and do not consider time-varying spillovers. On the other hand, for example, Blasques et al. (2016) and Catania and Billé (2017) model time-varying networks in a generalized autoregressive score (GAS) framework, yet they assume the weights to be pre-determined. We expand on these papers and extend the GAS model to allow for an endogenous, potentially asymmetric weights matrix. Identification is achieved by including a set of unit-specific regressors. Further, the dynamics of the intensity parameter can be informed by covariates in addition to the score. This allows us to give economic interpretations to the observed network dynamics.

Second, we contribute to the extensive literature on monetary policy pass-through to interest rates of various maturities. For example, Kuttner (2001), Gürkaynak et al. (2005), and Campbell et al. (2012) model the impact of the various dimensions of monetary policy, such as short-term interest rate targeting, quantitative easing, as well as forward guidance, on the interest rates in a univariate setup. We instead model the unexpected movements in the interest rates (surprises) of various maturities jointly. Therefore, our paper is more in the vein of Bu et al. (2019) and Inoue and Rossi (2019), who define monetary policy more generally, bridging conventional and unconventional policies. Our approach differs in the sense that we model spillovers across different monetary polices — an issue gone unexplored so far. This allows us to provide novel and interesting insights about how the different dimensions of monetary policy interplay and potentially amplify or dampen each other.

To study the time-varying interest rate surprise spillovers at various maturities in the US, we rely on the Blue Chip Financial Forecasts (BCFF) survey. In particular, we obtain interest rate surprises as the forecast errors of interest rates for different maturities. The BCFF are particularly useful for the aim of this paper since they provide forecasts for maturities covering the whole yield curve.

We uncover an asymmetric network structure for the interest rate surprises, where direct spillovers between immediate neighbors are sufficient to characterize the spillovers across the yield curve. The estimated structure of the network can help us understand how unex-
pected deviations from the target on, for example, the three-year yield spill over to other maturities. Furthermore, the network displays considerable time variation, and forward guidance appears to be an important determinant of this observed time variation. More specifically, forward guidance, measured by the path factor extracted as in Gürkaynak et al. (2005), moves the network intensity. News about future monetary policy easings increase the strength of the network and intensify the contemporaneous correlations between the interest rate surprises of various maturities.

Our results, overall, suggest that pass-through from short-term monetary policy surprises to longer maturities is muted, while the pass-through associated with surprises at medium- and long-term maturities is stronger. This suggests that targeting higher maturity bond yields may be an useful approach to move all the yields in the same direction. Further, we consider a few monetary policy experiments, where we show how the various dimensions of monetary policy interact. More specifically, we consider idiosyncratic and simultaneous interventions in different segments of the bond market, while varying the strength of the forward guidance. We find that the overall effect on the yield curve depends on the size of monetary policy shocks, the targeted maturities, as well as the strength of forward guidance. Our study highlights the importance of the spillover structure for policy-making—depending on policy objectives, it matters which maturities the central bank targets and by how much. This further demonstrates that careful consideration of complementarities of policy tools and their amplifications is important for policy design.

The paper proceeds as follows. Section 2 discusses the econometric framework. We demonstrate the validity of our estimation method and identification using Monte Carlo simulations in Section 3. In Section 4, we apply the newly proposed method to interest rate surprises across the yield curve, discuss the evolving network structure, and link it to the US business cycle and forward guidance. Moreover, in Section 5, we assess how different dimensions of monetary policy propagate across maturities and how they interact with each other, showing spatial responses. Section 6 concludes.

2 Dynamic Network Model with Unknown Weights

To analyze the time-varying network structure of forecast errors across different maturities, we employ a dynamic version of the spatial lag model. We use a score-driven framework to model the dynamics, and we allow for an unknown asymmetric weights matrix.
2.1 The Dynamic Spatial Lag Model

Let \( y_t \) denote an \( N \)-dimensional vector of dependent variable observations at time \( t \), i.e., \( y_t = (y_{1t}, ..., y_{Nt})' \). In our case \( y_t \) contains interest rate surprises for various maturities. In the spatial lag model, each entry \( y_{it} \) may depend on a \((K \times 1)\) vector of pre-determined variables \( x_{it} \), but also on the contemporaneous values of the other units \( y_{jt} \), for \( j \neq i \). The model is given by

\[
y_t = \rho_t Wy_t + X_t \beta + e_t \quad e_t \sim N(0; \Sigma),
\]

where \( \beta \) is a \((K \times 1)\)-vector of common slope coefficients, and \( X_t \) is the \((N \times K)\)-matrix of regressors. \( \rho_t \) is the scalar time-varying spatial dependence (or network intensity) coefficient. If \( \rho_t = 0 \), there is no spatial dependence across the different elements of \( y_t \). Further, \( W \) is an unobserved, time-invariant, \((N \times N)\)-network matrix of weights, \( w_{ij} \), for \( i, j = 1, ..., N \), with rows restricted to add up to one and with zeros on the main diagonal (\( w_{ii} = 0 \)). The distribution of the \( N \)-dimensional error term vector \( e_t \) is assumed to be normal with zero mean and a diagonal covariance matrix \( \Sigma \).

Writing the model in its nonlinear reduced form

\[
y_t = Z_t X_t \beta + Z_t e_t,
\]

with \( Z_t = (I_N - \rho_t W)^{-1} \), which is assumed to exist, reveals that it can capture complex dynamic dependencies between shocks to the disturbances \( e_t \) as well as the regressors \( X_t \), as \( Z_t \) is in general a full matrix. Using a power series expansion, it becomes clear how the model captures nonlinear feedback effects across units, i.e.,

\[
y_t = X_t \beta + \rho_t W X_t \beta + \rho_t^2 W^2 X_t \beta + ... + e_t + \rho_t W e_t + \rho_t^2 W^2 e_t + ....
\]

Therefore, spillovers from unit \( i \) to other units \( j \) depend on the respective weight in \( W \) and the network intensity \( \rho_t \). Feedback effects to unit \( i \) itself occur if, for example, the weights \( w_{ij} \) and \( w_{ji} \) are non zero. Based on this equation one can easily obtain spatial responses reflecting the evolution of feedback in time \( t \).

\footnote{Model \( \square \) is an extension of the score-driven spatial model introduced by \cite{Blasques et al. 2016}. In their paper, spillovers between sovereign credit default swap spreads are modeled using an observed network of spillovers between the financial sectors of eurozone countries, and the time-varying spatial dependence parameter serves as a measure of systemic risk. Here, in contrast, we relax the assumption that \( W \) is observable and allow for a more general structure of \( W \) (see Section 2.3).}

\footnote{Note that it is straightforward to extend the model to non-Gaussian error terms. We work with the normal distribution as it is an appropriate choice for our application.}
2.2 Dynamics of the Network Intensity

To model the dynamics of the network intensity, \( \rho_t \), we use the following reparameterization:
\[
\rho_t = h(f_t),
\]
where \( f_t \) is a time-varying parameter and \( h(f_t) = \gamma \tanh(f_t) \) with \( 0 < \gamma < 1 \) to ensure numerical stability.\(^3\) We assume that \( f_t \) follows an autoregressive score-driven dynamic process, which can be extended with a \((D \times 1)\)-vector of exogenous regressors \( r_t \), that is,
\[
f_{t+1} = d + a s_t + b f_t + r_t \mathbf{c}, \tag{4}
\]
where \( a, b \in \mathbb{R} \) and \( c \in \mathbb{R}^D \) are unknown coefficients. The intercept is restricted to \( d = 1 - b \) for identification purposes. \( s_t \) denotes the scaled score function at time \( t \), and \( S_t \) is a scaling factor.\(^4\) The initial value \( f_0 \) is treated as an unknown parameter, which is estimated with our numerical optimization procedure. The score corresponds to the first derivative of the log-likelihood function at time \( t \) with respect to \( f_t \), i.e., \( \nabla_t = \frac{\partial \ell_t}{\partial f_t} \).

The advantage of specifying the score as innovation term in the dynamics of \( f_t \) is that the likelihood is available in closed form even for nonlinear models such as that in Equation (1). Score-driven models provide a general framework for modeling time variation in the parameters and were introduced in Creal et al. (2013) and Harvey (2013). It has been shown in Koopman et al. (2016) that in a wide variety of settings (in particular, when there are non-linearities and non-Gaussianity), these models perform as well as the more general but computationally much more intensive nonlinear state space models.\(^5\)

The likelihood at time \( t \) is given by
\[
\ell_t = \log |(I_N - h(f_t)W)| - \frac{N}{2} \log(2\pi) - \frac{1}{2} \log |\Sigma| - \frac{1}{2} e_t' \Sigma^{-1} e_t. \tag{5}
\]

The implied scaled score based on normally distributed errors is given by \( s_t = S_t \nabla_t \) with
\[
\nabla_t = (y_t' W' \Sigma^{-1} e_t - \text{trace}(Z_t W)) \dot{h}(f_t), \tag{6}
\]
where \( e_t = (y_t - h(f_t)W y_t - X_t \beta) \), \( Z_t = (I_N - h(f_t)W)^{-1} \) and \( \dot{h}(f_t) = \frac{\partial h(f_t)}{\partial f_t} \). As discussed previously, we adopt unit scaling, i.e., \( S_t = 1 \).

To estimate the unknown static parameters that are summarized in the vector \( \theta \), we

\(^3\)Note that \( \gamma \) is not estimated but fixed. It is part of the reparameterization of \( f_t \), in order to ensure that \( \rho_t \) becomes numerically not too close to one during optimization (since \( \tanh(f_t) \approx 1 \) for large \( f_t \)). This would lead to an error in the evaluated likelihood. In the simulations and empirics, we set \( \gamma = 0.99 \).

\(^4\)We choose \( S_t = 1 \). In the literature, \( S_t \) is often chosen as the inverse of the Hessian. Since in our case this would involve integrating out the data-generating process, we proceed with the parsimonious choice of unity, similar to Blasques et al. (2016).

\(^5\)For theory and empirics of different generalized autoregressive score (GAS) models, see also, e.g., Creal et al. (2011), Harvey and Luati (2014), Creal et al. (2014).
numerically maximize the joint likelihood function

\[ L(\theta) = \sum_{t=1}^{T} \ell_t, \]  

where \( \theta = (w', a, b, c, f_0, \beta', diag(\Sigma)')' \), with \( w \) being a vector containing all non-zero (off-diagonal) elements of \( W \) and \( diag(.) \) creating a vector of the diagonal elements of \( \Sigma \). Therefore, the likelihood function is evaluated simultaneously for the parameters entering the network intensity process as well as the network matrix.

2.3 Unknown Weights Matrix

Most of the literature assumes that the spatial weights matrix is pre-specified and symmetric, i.e., \( w_{ij} = w_{ji} \). For example, \( W \) could be defined by economic or geographic distances\(^6\). However, defining the weights matrix exogenously comes with a few well-known drawbacks: The choice of the weights can often seem arbitrary, there is substantial uncertainty regarding the choice, and empirical results may hinge on a specific choice of spatial weights. Here we deviate from the assumption of a pre-specified weights matrix and consider it as unknown. In addition, we relax the assumption of symmetry, as spillovers from unit \( i \) to unit \( j \) are not necessarily the same as from unit \( j \) to unit \( i \). These features are particularly useful when assessing the dependence between interest rate surprises across different maturities, since an obvious proxy for the network is not available. Also, estimating the weights matrix can provide insights into the drivers of economic interactions and general equilibrium effects in a network.

We assume that \( W \) is a constant, asymmetric matrix of unknown parameters that describes the proximity of units \( y_i \) and \( y_j \) at each point in time \( t \). \( W \) has zeros on the main diagonal, and every other element is restricted to be non-negative. For interpretability, the weights in \( W \) are assumed to lie between 0 and 1, and we employ the standard practice of a row-normalized weights matrix, that is, \( \sum_{j=1}^{N} w_{ij} = 1 \) for \( i = 1, ..., N \) where \( w_{ij} \) is the \((i, j)\)th element of \( W \). Row-normalization also restricts the largest eigenvalue of \( W \) to equal one, which reduces the problem of ensuring stability to restricting the network intensity parameter to be smaller than one. In particular, we specify the elements of \( W \), \( w_{ij} \), using a multinomial transform,

\[ w_{ij} = \frac{\exp(-s_{ij})}{\sum_{k=1,k\neq i}^{N} \exp(-s_{ik})}, \quad i \neq j \quad \text{and} \quad w_{ii} = 0, \]  

\(^6\)For example, to model credit risk spillovers across international banks, banks’ cross-border exposure based on debt data has been used as a proxy for the network structure. See, e.g., Blasques et al. (2016) and Tonzer (2015).
where $s_{ij}$ are freely estimated economic distances between units.

### 2.4 Identification

It is essential to note that identification in our context is achieved by including unit-specific regressors $x_{it}$; see Equation (1). It has been formally shown by Bhattacharjee and Jensen-Butler (2013) that in a spatial lag model without regressors, a static, unknown spatial weights matrix $W$ is only identified for up to $N(N - 1)/2$ elements. To see that the remaining elements are identified in the presence of at least one unit-specific regressor, consider the reduced-form equation of the model without dynamic spatial dependence parameter and without normalization of $W$, i.e.,

$$ y_t = (I_N - W)^{-1}X_t\beta + (I_N - W)^{-1}e_t. \quad (9) $$

For simplicity, suppose $K = 1$, so $\beta$ is a scalar common slope parameter. In the equation for unit $i$, denoting the $ij$-th element of matrix $Z = (I_N - W)^{-1}$ by $z_{ij}$, we have

$$ y_{it} = \beta \sum_{j=1}^{N} z_{ij}x_{jt} + \sum_{j=1}^{N} z_{ij}e_{jt}. \quad (10) $$

Since $\beta$ is pooled across the different regressor observations (and panel units), it is identified together with the $(N - 1)$ coefficients $z_{ij}$, using the restrictions from the covariance matrix. The mapping from $Z$ to $W$ is unique, ensuring identification of the non-zero elements of $W$ as well. In general, pooling across the unit-specific regressors and panel units generates an additional $N^2K$ restrictions, which can be used for identification in conjunction with the $N(N - 1)/2$ restrictions in the covariance matrix.

Finally, in the presence of a dynamic spatial dependence parameter, the coefficients $(a, b, c, f_0)$ are identified off the Equation (4), provided the spatial weights matrix is normalized to have maximum eigenvalue one.

### 3 Monte Carlo Study

We assess the performance of the dynamic network model with an unknown asymmetric weights matrix in two settings. First, we investigate the performance of the model in filtering out different patterns of the network intensity parameter $\rho_t$. Second, we simulate from the true model to assess whether our model consistently estimates the unknown parameters.
and, in particular, the elements of \( W \).

In the first simulation experiment, the spatial dependence parameter \( \rho_t \) is generated according to three deterministic patterns: a sine pattern,

\[
\rho_t = 0.5 + 0.3 \cos(2\pi \cdot t/200),
\]

(11)
a step pattern with a break after half the sample size

\[
\rho_t = 0.9 - 0.5(t > T/2),
\]

(12)
and a constant, i.e., \( \rho = 0.9 \).

The data-generating process is

\[
y_t = (I_N - \rho_t W)^{-1}(X_t \beta + e_t) \quad e_t \sim N(0, \sigma^2 I_N).\]

(13)

We use one unit-specific regressor \( X_t \sim N(0, 0.5 \cdot I_N) \). The parameter values are \( \beta = 0.2 \) and \( \sigma^2 = 0.1 \). Considered sample sizes are \( T = 300, 600 \) and \( N = 4, 7 \). The spatial weights matrix \( W \) is generated in two stages: first, random draws from a normal distribution with mean 0.5 and standard deviation 1 are used for the off-diagonal elements and \( w_{ii} = 0 \). Then, the matrix is standardized using a multinomial transform as in Equation (8), so that all elements are non-negative and the rows sum up to one.

We generate 250 samples using each combination of deterministic pattern, \( T \), and \( N \) and estimate our model. Table 1 reports results on mean absolute error for the filtered spatial dependence parameter \( \hat{\rho}_t \), its empirical 5%-95% quantile range, as well as mean squared errors for the average parameter estimates \( \hat{\omega}_{ij} \), \( i, j = 1, \ldots, N \), \( \hat{\beta} \) and \( \hat{\sigma}^2 \). We observe that as we increase \( T \), the tracking errors and range become smaller in all cases except for the step pattern and \( N = 4 \). Generally, the static parameters are estimated more accurately for larger \( T \) and \( N \).

Figure 1, on the other hand, shows the true patterns of \( \rho_t \) for \( N = 7 \) and \( T = 300, 600 \), together with the filtered median paths and the corresponding 5% and 95% empirical quantiles across simulations.\(^8\) In case of the sine pattern, upward trends are captured more accurately than downward trends, but the true time-varying parameter always lies between the 5% and 95% quantiles. In case of the abrupt level decrease of \( \rho_t \), it takes some observations for the filtered parameter to adapt. The empirical quantile range becomes larger after the downshift, possibly because the signal in the data has become weaker with the decreased spatial correlation. All in all, we conclude that the tracking performance is satisfactory.

\(^8\)The plots for \( N = 4 \) are extremely similar to the ones for \( N = 7 \). They are available upon request.
In the second experiment, we simulate from the true data-generating process to see how accurately the unknown parameters are estimated in case of practically relevant sample sizes. The model is

\[ y_t = (I_N - h(f_t)W)^{-1}(X_t \beta + e_t) \quad e_t \sim N(0, \sigma^2 I_N), \tag{14} \]
\[ f_{t+1} = d + as_t + bf_t, \tag{15} \]

where \( s_t = S_t \nabla_t \) with \( S_t = 1 \) and \( \nabla_t \) is defined in Equation (6). We set \( d = 1 - b \) for identification purposes and, as before, \( x_t \sim N(0, 0.5I_N) \). The parameter values are \( a = 0.04, b = 0.9, f_0 = 1 \) (set to its unconditional mean), \( \beta = 0.5, \) and \( \sigma^2 = 0.1, \) and \( W \) is constructed as in the previous simulation experiment. 250 samples of \( y_t \) are simulated for \( N = 4, 7, 10 \) cross-sections and \( T = 300, 600, 1000 \) time points, respectively. Kernel densities for the case \( N = 4 \) are shown in Figure 2, suggesting that all parameters are estimated consistently. Likewise, Table 2 documents that estimation accuracy, measured by mean squared error and mean absolute error, increases as sample sizes become larger, both in the cross-sectional and time dimension.\footnote{We are not reporting the results for \( f_0 \), as it is a nuisance parameter. The results in Figure 1 indicate that \( f_0 \) is estimated correctly.}

From our simulations, we conclude that the new dynamic network model can be estimated reliably for sample sizes that are similar to those in our empirical application. Furthermore, all elements of the asymmetric spatial weights matrix \( W \) are identified in the presence of unit-specific regressors.

4 Networking the Yield Curve

We now apply the proposed framework to model the time-varying contemporaneous spillovers of interest rate surprises across the yield curve. First, we discuss the data we use to measure interest rate surprises. We then present the estimated network structure and discuss the drivers of its time variation.

4.1 Data

We think of interest rate surprises as unexpected deviations from observed interest rates. In particular, to measure interest rate surprises of various maturities, we use forecast errors obtained from the BCFF survey. This survey is well suited for our purposes since it provides monthly forecasts of the whole yield curve. In particular, we use the forecasts of the three-month Treasury bills (T-bills), six-month T-bills, and one-year, two-year, five-year, 10-year,
and 30-year (long-run) Treasury notes to obtain forecast errors. Forecasts of these interest rates are consistently available from February 1988.

The BCFF survey is conducted monthly, covering approximately 50 analysts ranging from broker-dealers to economic consulting firms. The BCFF is published on the first day of each month and presents forecasts from a survey conducted during two consecutive business days one to two weeks earlier. The precise dates of the survey vary and are not generally noted in the publication. Each month the BCFF provides the forecasts of the average interest rate over a particular quarter, beginning with the current quarter and up to four or five quarters into the future. For example, in January, the forecast of the current quarter captures the average expected interest rate over January, February, and March, and the one-quarter-ahead forecast pertains to the average expected outcome of April, May, and June.

Therefore, the monthly BCFF forecasts are fixed-event forecasts of interest rates over the quarter, implying that their forecast horizon changes with each month in the quarter. We construct fixed-horizon forecasts by weighting the two given fixed-event forecasts following Chun (2011) (or see Dovern et al., 2012 for an application to survey forecasts of GDP and prices). In order to obtain, for instance, a six-months-ahead (fixed-horizon) forecast, we look at one-quarter- and two-quarters-ahead (fixed-event) forecasts. In the first month of the quarter, the six-months-ahead forecast is simply the forecast of the one-quarter-ahead forecast. In the second month of the quarter, the six-months-ahead forecast is obtained by taking the average of the one-quarter- and two-quarters-ahead forecasts with weights equal to 2/3 and 1/3, respectively. The six-months-ahead forecast for the final month of the quarter is the weighted average of the one-quarter- and two-quarters-ahead forecasts, with weights equal to 1/3 and 2/3. Nine-months-ahead forecasts are calculated as the weighted average of the two-quarters- and three-quarters-ahead forecasts given by the survey, with weights similar to the ones discussed above.

The US Treasury discontinued the 30-year Treasury constant maturity series in February 2002 and reintroduced it in February 2006. Over this period the BCFF provides forecasts for the long-term average (“LT>25”) note from March 2002 to June 2004, and for the 20-year Treasury note from July 2004 to April 2006. We use these forecasts to fill in the period when the 30-year Treasury note was not available.

For instance, the US Survey of Professional Forecasters (SPF) contains only forecasts for the three-month Treasury bill and 10-year Treasury bond yields, starting from 1984:Q3 and 1992:Q1, respectively. Alternatively, one could use futures of US interest rates to proxy expectations. However, data coverage can be limited as some futures, such as Treasury-bill futures, are thinly traded. Further, futures data may include counterparty or liquidity risks.

Alternatively, a researcher can use the methodologies proposed in Knüppel and Vladu (2016), where the fixed-event point forecasts are combined to yield the “best” fixed-horizon point forecasts in a mean squared forecast error sense. However, in our context, it is not obvious that the fixed-horizon forecasts should adhere to any optimality criterion. Moreover, Ganics et al. (2019) show that ad hoc weights are not noticeably inferior to the optimized weights, at least when looking at fixed-horizon density forecasts of GDP growth and inflation obtained from pooling the fixed-event ones.
In our analysis, we use forecast errors at the six-months-ahead horizon. Finally, we obtain forecast errors by subtracting the consensus forecasts (mean across the 50 analysts) from the monthly realizations (calculated as average of daily figures) that are available from the Federal Reserve Board’s H.15 website. The forecast errors for the interest rates at different maturities are plotted in Figure 3. We also use the lagged values of the first difference of the monthly realizations of the three- and six-month T-bills, one-, two-, five-, and 10-year Treasury notes, and 30-year (long-run) Treasury notes as exogenous regressors in our model (see Figure 4). Finally, our sample period covers March 1988 until April 2016.

4.2 Network of Interest Rate Surprises

Using data of the interest rate surprises (forecast errors) at different maturities, we estimate the dynamic network model described in Section 3. To start with, we abstract from exogenous regressors in the dynamics of the spatial intensity parameter (Equation 4). First, we discuss the estimated weights matrix, followed by a discussion of the time-varying network intensity.

Figure 5 shows the estimated weights matrix (Panel a) and the corresponding network graph (Panel b) for the interest rate surprises at the seven different maturities. In the network graph, bigger and darker-colored nodes represent nodes with a larger number of connections. For instance, the one-year bond surprise is in a darker blue because it has five connections relative to the surprises in either the two-year, five-year, or 10-year maturities, where each has four connections. Edges have the same color as the node of origin. We can make two interesting observations.

First, Panel (a) shows that the estimated weights matrix and thus interconnectedness is asymmetric. This implies that, for example, the connectivity from six-month to one-year interest rate surprises differs from the connectivity of one-year to six-month surprises, and the latter is stronger. Moreover, the medium- to long-term surprises are more strongly connected relative to the surprises on the short end of the yield curve. Second, the table suggests that the estimated weights matrix is sparse — it mostly contains zeros below and above the main diagonal. Note that the only imposed zeros are on the main diagonal of the matrix; the rest are estimation outcomes. Looking at the network graph in Panel (b), we

\[\text{Also, the forecast errors are demeaned before entering the network model, i.e., Equation 1. In principle, one could think of using our empirical framework to model the interest rate surprises of a particular maturity across various forecast horizons or to model various maturities and forecast horizons jointly. We do not consider these scenarios here due to dimensionality concerns.}\]

\[\text{For the period when the 30-year Treasury was not available, the US Treasury published a factor for adjusting the daily nominal 20-year constant maturity in order to estimate a 30-year nominal rate.}\]
can clearly see that the estimated network is defined by connectivity between immediate neighbors. That is, the surprises of three-month T-bill are connected to the surprises of six-month T-bill, while six-month T-bill surprises are connected to one-year surprises, one-year surprises are connected to two-year surprises, and so on. Therefore, we do not find any evidence that short- and long-term interest rates surprises are directly connected.

We now turn to the time-varying network intensity. Figure 6 plots the spillover parameter, \( \rho_t \), over time. Gray bars depict the NBER recession dates. Network intensity is high, on average, but shows strong time variation. The strength of spillovers seems to peak before recessions and remains high during these periods. Further, while the network intensity still exhibits strong time variation, it seems to decrease over the period when the federal funds rate reached zero lower bound (starting in December 2008). This is not surprising, as shorter-term surprises are relatively flat over that period, thus, potentially weakening the spatial correlations.

4.3 Fundamentals as Drivers of Network Dynamics

A natural question that follows is what drives the observed dynamics of the network intensity of yield curve surprises. In this section, we assume that the dynamics of the spillover intensity, \( \rho_t \), may be affected by exogeneous regressors (\( r_t \) in Equation 4). Our maintained hypothesis is that forward guidance can affect the network dynamics — communicating the future path of interest rates has the potential to affect the correlation across various maturities simultaneously. Therefore, we model forward guidance to affect the intensity of spillovers. We also consider the business cycle and market uncertainty as additional drivers.

To proxy forward guidance, i.e., communication about the future path of the policy rate, we follow Gürkaynak et al. (2005) and use their “path” factor. To assess the role of business cycle conditions, we use a monthly measure of economic growth, i.e., industrial production growth. Finally, we also include the VIX, the implied volatility measure from the S&amp;P 500 index options, as a determinant of the spillover intensity in our network model. The drivers are plotted in Figure 7.

In Table 3, we present results for several specifications concerning the dynamics of the network intensity. Model 1 refers to the case where the network intensity is driven by the score only. Model 2 refers to the specification where we also include the path factor as a potential driver. In Model 3, we add market uncertainty and, lastly, Model 4 includes all 3 regressors, that is, the path factor, the VIX, and IP growth. The table shows the estimated

\[ \text{As an alternative, we could also use a text-based measure, similar to the one proposed in Gardner et al. (2020) to capture the forward guidance effects.} \]

\[ \text{Note that, in these cases, our sample starts in January 1990 due to data availability of the VIX.} \]
coefficients, i.e., vector $c$ from Equation (4) as well as $a$ and $b$ (for completeness). We also provide the Akaike information criteria (AIC) to compare the different model specifications.

Model 2, where the network intensity is driven by the path factor as well as the score, is the preferred model according to the AIC. Adding the VIX or economic growth as regressors does not improve the model. In turn, the estimated coefficients show that the path factor is negatively related to spillover intensity across all model specifications, implying that future lower interest rates are associated with a higher spillover intensity. This suggests that signaling future monetary easing increases the intensity of the network. Also, increasing market uncertainty and decreasing economic growth increase the spillover intensity. The estimated coefficients seem to provide one consistent story — network intensity increases due to higher uncertainty, which is generally associated with negative growth and future monetary policy expansions (to stimulate the economy).

To provide insights on the potential contributions of the three drivers, Figure 8 provides plots of the different spillover intensities associated with the four models we just described. First, the dynamics of the intensity is, in general, similar in the models with and without regressors. We can see that the inclusion of regressors seems to dampen fluctuations in the intensity of the network, on average. That is, when intensity is decreasing, the inclusion of the path factor (black line), for example, decreases the magnitude of the decline. In sum, forward guidance and, to a lesser extent, market uncertainty seem to be relevant drivers of the spillover strength in our network of yield curve surprises.

5 Monetary Policy and the Yield Curve

To demonstrate the usefulness of our network approach in understanding how different dimensions of monetary policy propagate across maturities and how they interact with each other, we calculate spatial responses. Since we model the contemporaneous relations between interest rates surprises at a monthly frequency, spatial responses in our setup can be thought of as the evolution of spillovers along the rounds or loops of feedback in a given month. We can then look at how, for example, short-term, medium-term, and long-run surprises or combinations thereof propagate across maturities. In particular, one can think of surprises in the three-month T-bill rate as conventional monetary policy, while surprises in the medium- and long-term bond yields may reflect policies such as quantitative easing or direct interest rate targeting.
5.1 Monetary Policy Spillovers

We start by looking at how various monetary policies, expressed by interest rate surprises at various maturities, propagate through the yield curve. Arguably, this may help our understanding of the effectiveness of a given monetary policy tool for interest rates of particular maturity relevant to the economy at a given point in time.

Since our proposed model is nonlinear, the shape of spatial responses varies with the network intensity as well as with the size of the initial shock. To showcase this, we construct a few examples, where we obtain the spatial responses of interest rate surprises by keeping the size of the shock fixed and varying the network intensity/spatial dependence ($\rho_t$). We, then, assess the role of the magnitude of the initial surprise (shock) for the spillovers.

Specifically, we assess how a 100 basis points (bps) monetary policy shock, i.e., a 100bps change in an interest rate surprise for each maturity, spills over to the surprises of other maturities. Since the network intensity is time-varying, in principle, we could calculate spatial responses for each month in our sample. For simplicity, we consider spatial responses based on the average, maximum, and minimum network intensity over our sample. This facilitates our discussion on how the network intensity influences the spillovers.

Figure 9 plots the spatial responses based on the average network intensity (0.87). Each panel corresponds to a different shock origin. For example, the first panel, titled “3m Origin,” plots the spatial responses to a 100bps increase in the three-month T-bill surprise, i.e., an unexpected increase in the three-month T-bill rate. Green dashed and solid lines represent the responses of surprises in the three-month and six-month T-bill rate, respectively. Blue lines correspond to the responses of the surprises in the one-year (dashed), two-year (solid), and five-year (dotted) government bond yields, respectively. The responses of surprises in the 10-year and long-run yields are shown as red dashed and solid lines, respectively.

A few patterns emerge: First, it takes about 20 rounds of feedback before the network converges. Second, there are limited spillovers from the three-month T-bill surprises to medium- or longer-term maturities. A 100bps unexpected increase in the three-month T-bill rate yields a surprise in the six-month T-bill rate of about 40bps. Spillovers beyond the six-month maturity become increasingly smaller with increasing maturity. Very small spillovers occur at the long end of the yield curve. Third, spillovers from the medium-term surprises are generally stronger for both the short- and longer-term maturities. For example, a 100bps surprise in the two-year yield is associated with increases of around 100bps for the short-term maturities and around 75bps for the long-term maturities. Also, because the connectedness of the two-year yield surprises is strong, the initial surprise of 100bps is amplified to about 200bps. Finally, spillovers arising from surprises in the 10-year yield
are strong for the neighboring maturities (five-year and long-run) but more muted for the short-term maturities.

To understand the role of the network intensity, Figure 10 repeats the same exercise but with a smaller network intensity, i.e., we use the sample minimum of 0.59. Two things stand out: First, the network converges faster since it takes less than ten rounds to reach the maximum spillover effect; second, the size of spillovers is smaller but not proportionally so. For example, a 100bps surprise in the two-year yield induces a surprise of about 20 and 10bps for the six-month and three-month rates, respectively. At the same time, the relative order of which maturities are affected the most changes: While with average intensity, a change to the two-year yield surprise affected the three-month T-bill surprise more than the 10-year one; with the minimum intensity, the opposite is true.

Moreover, Figure 11 plots the same spatial responses associated with the maximum network intensity of about 0.96. In this case, the network converges a lot more slowly and the size of spillovers is large. These simple exercises of varying the network intensity highlight how the network intensity can actually affect the whole network structure. This implies that drivers of the network intensity, such as forward guidance, may influence not only the magnitude but also the relative order of spillovers.

Now, we discuss how the spatial responses vary with the size of the initial shock. Figure 12 shows the responses associated with a 25bps shock and the average network intensity. A smaller-sized shock does not seem to affect the convergence speed of the network much. As is the case for a 100bps shock, it takes about 20 feedback loops to reach maximum spillover effects. Further, a change of 25bps in interest rate surprises is generally associated with smaller spillovers across maturities. Finally, the size of the initial shock also seems to matter for the relative order of spillover magnitudes. For example, the 10-year bond surprise is affected most by a surprise in the five-year rate, while, in the case of a 100bps shock, the effect on the five-year maturity dominated the one on the 10-year maturity. This highlights how nonlinear the network is: not only in terms of the network intensity but also in the size of the initial monetary policy shock.

5.2 Spillovers of Monetary Policies’ Interactions

Having seen how surprises at various maturities spill over across the yield curve, we now present a few exercises which demonstrate how our framework can be used to understand the interactions of the various dimensions of monetary policies. Our experiments are motivated by the Federal Reserve’s Operation Twist, implemented in 2011-2012. Operation Twist is based on the idea that by purchasing longer-term bonds, the Federal Reserve can help drive longer-term yields down, while selling shorter-term bonds at the same time should increase
the interest rates on the shorter end of the yield curve. In combination, these two actions would “twist” the (typically upward sloping) shape of the yield curve.

For our first exercise, we choose a network intensity of 0.95, corresponding to the value on September 2011 (start of Operation Twist). We consider two types of shocks at the same time: a positive shock to the three-month T-bill rate of 1bps and a negative shock to the 10-year bond yield of 5bps. These shocks are calibrated to match the observed daily changes in corresponding bond markets around the Operation Twist announcement on September 21, 2011.

The first panel of Figure 13 plots the spatial responses resulting from a combination of these two shocks. We observe the following: First, given the high network intensity, it takes about 60 iterations for the network to converge, and the size of the spillovers is generally large. Second, and most interestingly, we observe how the two different monetary interventions interplay across the network. That is, initially, the positive three-month T-bill surprise translates into positive surprises for the six-month and one-year yields. At the same time, the negative surprise at the 10-year maturity leads to negative spillovers across the long-run, five-year, and two-year maturities. However, after a few rounds of feedback, the responses at the shorter end of the yield curve begin to turn negative, first for the surprises at the one-year maturity and then for the surprises at the six-month and three-month maturities. Hence, the initially negative shocks at the longer-term maturities eventually dominate the positive shocks at the shorter-term maturities.

To see how the network intensity may influence these combined responses, we reproduce the same exercise but with a lower intensity of 0.87 (sample average). This is an interesting exercise since the central bank may influence the intensity by changing its forward guidance. The second panel of Figure 13 shows that responses to the Operation Twist shocks are generally weaker in the case of lower intensity. In contrast to the case of a higher network intensity, the resulting positive surprises for the short-term maturities do not turn negative. Nevertheless, they are still offset since the spatial responses for the short-term maturities eventually become zero.

Next, we assess how spatial responses to Operation Twist change when we consider a differently sized shock (keeping the network intensity at 0.95; see Panel 3 of Figure 13). In particular, we are interested in how big the change in the three-month T-bill surprise needs to be to maintain a positive response at the short maturities. It would need a 125bps increase in the three-month T-bill surprise to keep its response positive. Nevertheless, the negative spillovers from the long-term maturities (due to the 10-year bond surprise of -5bps) still dampen the initial shock of 125bps to about 25bps, and spillovers to the six-month T-bill surprise turn negative after about 10 feedback rounds.
The former exercises demonstrate that pass-through from the three-month surprises to medium- or long-term maturities is rather weak. This leads to negative surprises in the 10-year bond yields offsetting or dominating the positive effects at the short-end of the yield curve. As a final exercise, we show how spillovers evolve when there is 1bps shock to the six-month T-bill or the two-year yields instead. Panel 4 of Figure 13 shows that a positive surprise in the six-month T-bill has positive spillover effects for the three-month and one-year maturities. The two-year maturity is barely affected, as positive and negative spillovers from the short and long end of the yield curve eventually cancel each other. Moreover, the negative surprise in the 10-year yields leads to negative responses for the long-run and five-year maturities. If we consider a positive surprise in the two-year government bond yield instead, we see positive spillovers to maturities of two years and under. Interestingly, spillovers to the three-month T-bill surprise are smaller than in the case of a positive surprise to the six-month T-bill rate.

These exercises are just a few illustrative and hypothetical scenarios of how the proposed framework can help our understanding of the interactions between different dimensions of monetary policy. A few key implications for monetary policy emerge: First, pass-through from the short-term maturities to medium- and long-term maturities is muted. If the only intention of the central bank were to affect the short-term interest rates, yet keep the yields along the rest of yield curve mostly unaffected, short-term interest rate targeting would support that objective. However, since surprises at the medium-term maturities are well connected to both the short and long end of the yield curve, targeting medium-term bond yields may be the most effective way to move all the yields in the same direction. Second, if the intention of a central bank is to (un)flatten the yield curve or affect a particular segment of the yield curve more relative to others, then there a few alternative ways that the central bank may achieve this — the outcome depends on the targeted maturity as well as the size of the shock (amount of bonds sold/bought). Understanding the spillover structure can help the central bank achieve its objectives more efficiently by changing the relevant interest rates with smaller interventions in the bond market (“more bang for its buck”). Third, supplementing the interest rate targeting policies with adequate forward guidance can make the central bank even more efficient.

6 Conclusion

We propose a dynamic spatial lag model with an unobserved, potentially asymmetric weight matrix and a time-varying, data-driven intensity parameter. We employ the proposed framework to assess spillovers of interest rate surprises across the yield curve over time.
We find that the network is sparse and that only adjacent maturities are connected directly to each other. Furthermore, we document strong time variation in the intensity parameter, mainly driven by forward guidance. Our results suggest significant and non-trivial complementaries between the various dimensions of monetary policy. We illustrate how understanding the spillover structure can be useful for monetary policy makers.

Though arguably, our paper addresses the first link in the transmission of monetary policy, i.e., the spillovers of the surprises across the yield curve, one could certainly nest our setup into more traditional empirical monetary models to assess the effects of the various dimensions of monetary policy on the economy at large. This could be done with further methodological extensions to allow for shrinkage in order to deal with the increase in the parameter space effectively.
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Tables and Figures
Table 1: Simulation Results: Misspecified Model

<table>
<thead>
<tr>
<th></th>
<th>T</th>
<th>N</th>
<th>MAE($\hat{\rho}_t$)</th>
<th>range($\hat{\rho}_t$)</th>
<th>MSE($\hat{\sigma}_{ij}$) × 100</th>
<th>MSE($\hat{\phi}$) × 100</th>
<th>MSE($\hat{\sigma}^2$) × 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>sine</td>
<td>300</td>
<td>4</td>
<td>0.2428</td>
<td>0.2344</td>
<td>1.5777</td>
<td>0.0179</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>4</td>
<td>0.2393</td>
<td>0.2275</td>
<td>0.8560</td>
<td>0.0086</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>7</td>
<td>0.2451</td>
<td>0.2393</td>
<td>1.2022</td>
<td>0.0121</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>7</td>
<td>0.2397</td>
<td>0.2295</td>
<td>0.7079</td>
<td>0.0062</td>
<td>0.0006</td>
</tr>
<tr>
<td>step</td>
<td>300</td>
<td>4</td>
<td>0.2626</td>
<td>0.1785</td>
<td>1.1502</td>
<td>0.0191</td>
<td>0.0030</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>4</td>
<td>0.2626</td>
<td>0.1515</td>
<td>0.5834</td>
<td>0.0089</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>7</td>
<td>0.2629</td>
<td>0.1748</td>
<td>0.9076</td>
<td>0.0121</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>7</td>
<td>0.2617</td>
<td>0.1500</td>
<td>0.5023</td>
<td>0.0064</td>
<td>0.0006</td>
</tr>
<tr>
<td>constant</td>
<td>300</td>
<td>4</td>
<td>0.0058</td>
<td>0.0234</td>
<td>1.4440</td>
<td>0.0220</td>
<td>0.0039</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>4</td>
<td>0.0044</td>
<td>0.0166</td>
<td>1.1925</td>
<td>0.0123</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>7</td>
<td>0.0061</td>
<td>0.0248</td>
<td>0.6585</td>
<td>0.0145</td>
<td>0.0030</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>7</td>
<td>0.0046</td>
<td>0.0185</td>
<td>0.4494</td>
<td>0.0099</td>
<td>0.0015</td>
</tr>
</tbody>
</table>

Notes: The spatial dependence parameter $\rho_t$ is generated according to three deterministic patterns: a sine pattern, a step pattern, and a constant. The estimated model and parameters correspond to those in Equations (1) and (2).
### Table 2: Simulation Results: True Model

<table>
<thead>
<tr>
<th>$T$</th>
<th>$N$</th>
<th>$\text{MSE}(\hat{w}_{ij})$</th>
<th>$\text{MSE}(\hat{a})$</th>
<th>$\text{MSE}(\hat{b})$</th>
<th>$\text{MSE}(\hat{\beta})$</th>
<th>$\text{MAE}(\hat{w}_{ij})$</th>
<th>$\text{MAE}(\hat{a})$</th>
<th>$\text{MAE}(\hat{b})$</th>
<th>$\text{MAE}(\phi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>4</td>
<td>0.3247</td>
<td>0.0022</td>
<td>0.1193</td>
<td>0.0178</td>
<td>4.5363</td>
<td>0.3822</td>
<td>2.4842</td>
<td>1.0545</td>
</tr>
<tr>
<td>600</td>
<td>4</td>
<td>0.1551</td>
<td>0.0011</td>
<td>0.0405</td>
<td>0.0083</td>
<td>3.1677</td>
<td>0.2617</td>
<td>1.5779</td>
<td>0.7273</td>
</tr>
<tr>
<td>1000</td>
<td>4</td>
<td>0.1029</td>
<td>0.0006</td>
<td>0.0246</td>
<td>0.0051</td>
<td>2.5417</td>
<td>0.1993</td>
<td>1.2309</td>
<td>0.5660</td>
</tr>
<tr>
<td>300</td>
<td>7</td>
<td>0.3003</td>
<td>0.0029</td>
<td>0.1097</td>
<td>0.0119</td>
<td>4.3444</td>
<td>0.4153</td>
<td>2.3805</td>
<td>0.9011</td>
</tr>
<tr>
<td>600</td>
<td>7</td>
<td>0.1596</td>
<td>0.0013</td>
<td>0.0718</td>
<td>0.0061</td>
<td>3.1866</td>
<td>0.2842</td>
<td>1.9483</td>
<td>0.6225</td>
</tr>
<tr>
<td>1000</td>
<td>7</td>
<td>0.0991</td>
<td>0.0006</td>
<td>0.0257</td>
<td>0.0036</td>
<td>2.5065</td>
<td>0.1995</td>
<td>1.2609</td>
<td>0.4774</td>
</tr>
<tr>
<td>300</td>
<td>10</td>
<td>0.2570</td>
<td>0.0022</td>
<td>0.1639</td>
<td>0.0071</td>
<td>4.0403</td>
<td>0.3813</td>
<td>3.0162</td>
<td>0.6928</td>
</tr>
<tr>
<td>600</td>
<td>10</td>
<td>0.1429</td>
<td>0.0011</td>
<td>0.0518</td>
<td>0.0037</td>
<td>3.0191</td>
<td>0.2465</td>
<td>1.7851</td>
<td>0.4900</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>0.0903</td>
<td>0.0007</td>
<td>0.0266</td>
<td>0.0022</td>
<td>2.4069</td>
<td>0.1997</td>
<td>1.2402</td>
<td>0.3820</td>
</tr>
</tbody>
</table>

*Note: The data-generating process as well as the estimated model and parameters correspond to those in Equations (1) and (4).*
Table 3: Drivers of Network Dynamics: Estimated Model Specifications

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>b</td>
<td>0.90</td>
<td>0.94</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td>Path</td>
<td>-0.50</td>
<td>-0.39</td>
<td>-0.49</td>
<td></td>
</tr>
<tr>
<td>VIX</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td></td>
<td></td>
<td>-1.47</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>-916.31</td>
<td>-919.81</td>
<td>-918.27</td>
<td>-915.71</td>
</tr>
</tbody>
</table>

Note: The table shows parameter estimates associated with the law of motion for the network dynamics, i.e., $f_{t+1}$ in Equation 4.
Figure 1: Tracking the Spatial Dependence Parameter ($\rho_t$)

(a) Tracking performance, $T = 300$, $N = 7$.

(b) Tracking performance, $T = 600$, $N = 7$.

Notes: The spatial dependence parameter $\rho_t$ is generated according to three deterministic patterns: a sine pattern (first column), a step pattern (second column), and a constant (third column). The estimated model and parameters correspond to those in Equations (1) and (4).
Figure 2: *Kernel Densities of Estimated Parameters, $T = 300, 600, 1000, N = 4$.\* 

Notes: The data-generating process as well as the estimated model and parameters correspond to those in Equations (1) and (4). The distributions are smoothed with a Gaussian kernel estimation.
Figure 3: Data: Interest Rate Surprises across Various Maturities

Notes: Surprises are calculated as the differences between the realization of the US government bond yields and expectations from the BCFF at $h = 6$ forecast horizon for seven maturities (indicated on the y-axis). The sample ranges from March 1988 until April 2016.

Figure 4: Data: Changes in Government Bond Yields across Various Maturities.

Notes: Changes in government bond yields are used as control variables, in our context yielding identification. The sample ranges from March 1988 until April 2016.
**Figure 5: Dynamic Network of Yield Curve Surprises**

(a) *Estimated Weights Matrix, W*

<table>
<thead>
<tr>
<th></th>
<th>3m</th>
<th>6m</th>
<th>1y</th>
<th>2y</th>
<th>5y</th>
<th>10y</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>3m</td>
<td>0</td>
<td>1.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6m</td>
<td>0.20</td>
<td>0</td>
<td>0.80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1y</td>
<td>0.10</td>
<td>0.34</td>
<td>0</td>
<td>0.56</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2y</td>
<td>0</td>
<td>0</td>
<td>0.58</td>
<td>0</td>
<td>0.42</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5y</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.43</td>
<td>0</td>
<td>0.57</td>
<td>0</td>
</tr>
<tr>
<td>10y</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.63</td>
<td>0</td>
<td>0.37</td>
</tr>
<tr>
<td>LR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>0</td>
</tr>
</tbody>
</table>

(b) *Network Graph*

Notes: Panel (a) shows the estimated values of weights matrix, W. Panel (b) visualizes the static network. The bigger and darker-colored nodes represent nodes with a larger number of connections. For instance, the one-year surprise is in a darker blue because it has five connections relative to the surprises in either the two-year, five-year, or 10-year maturities, where each has four connections. Edges have the same color as the node of origin.
Figure 6: *Time-varying Network Intensity*

Note: The figure documents the path of network intensity, $\rho_t$, in the presence of no exogenous drivers, i.e., when $c = 0$.

Figure 7: *Data: Drivers of Network Dynamics*

Notes: The figure shows the time series of the path factor extracted from high-frequency interest rate futures, as well as the implied volatility index (VIX) and the industrial production index (IP). The sample ranges from January 1990 until April 2016.
Figure 8: *Time-varying Network Intensity with Covariates*

![Graph showing time-varying network intensity with covariates.](image)

Notes: The figure documents the path of network intensity, $\rho_t$, in the presence of various exogenous drivers. In addition, it reports the case with no exogenous drivers, i.e., when $c = 0$, for comparison.

Figure 9: *Spatial Responses to 100bps Monetary Policy Shocks: Average Intensity*

![Graph showing spatial responses to 100bps monetary policy shocks.](image)

Notes: The estimated model and parameters correspond to those in Equations (1) and (4), where network intensity is driven by the score and the “path” factor. We present the feedback effects based on Equation (3) and the sample average of the network intensity parameter $\rho_t$. 
Figure 10: Spatial Responses to 100bps Monetary Policy Shocks: Minimum Intensity

Notes: The estimated model and parameters correspond to those in Equations (1) and (4), where network intensity is driven by the score and the “path” factor. We present the feedback effects based on Equation (3) and the minimum value of the sample network intensity parameter $\rho_t$.

Figure 11: Spatial Responses to 100bps Monetary Policy Shocks: Maximum Intensity

Notes: The estimated model and parameters correspond to those in Equations (1) and (4), where network intensity is driven by the score and the “path” factor. We present the feedback effects based on Equation (3) and the maximum value of the sample network intensity parameter $\rho_t$. 
Figure 12: Spatial Responses to 25bps Monetary Policy Shocks

Notes: The estimated model and parameters correspond to those in Equations (1) and (4), where network intensity is driven by the score and the “path” factor. We present the feedback effects based on Equation (3) and the mean value of the sample network intensity parameter \( \rho_t \).

Figure 13: Spatial Responses to Monetary Policies’ Interactions

Notes: The estimated model and parameters correspond to those in Equations (1) and (4), where network intensity is driven by the score and the “path” factor. We present the feedback effects based on Equation (3) and the sample network intensity parameter \( \rho_t = 0.95 \) as during the Operation Twist episode.